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Abstract—Domain-specific modeling languages (DSMLs) facilitate rapid and “correct-by-construction” realization of concepts for the target domain. Although DSMLs provide such benefits, there is implied (or hidden) modeling effort—in terms of user actions—associated with using a DSML that can negatively impact its effectiveness. It is therefore critical that DSML developers understand the meaning of modeling effort and how to reduce it so their DSML is of high quality.

This paper provides two contributions to research on developing DSMLs. First, the paper defines a metric for measuring model effort. Secondly, this paper discusses several techniques, with examples, reducing (or improving) modeling effort. The techniques discussed in the paper have been applied to an open-source DSML called the Platform Independent Component Modeling Language (PICML), which is currently used in both academic and industry settings for designing and implementing large-scale distributed systems. Finally, results show that it is possible to reduce modeling effort without requiring user studies to analyze such concerns.

I. INTRODUCTION

Domain-specific modeling (DSM) [1], [2] is a model-driven engineering (MDE) [3] technique where custom graphical languages capture both the abstractions and semantics of a given domain. Domain-specific modeling languages (DSMLs) then provide modelers with intuitive abstractions, such as well-recognized images for each model element in the domain, that enables modelers to realize concepts governed by the DSML’s semantics (i.e., the underlying metamodel). Examples of environments that facilitate the construction of DSMLs include: the Generic Modeling Environment (GME) [1], Microsoft DSL Tools [4], Eclipse Modeling Framework [5], and the Generic Eclipse Modeling System (GEMS) [6].

One of the benefits of DSMLs is rapid and “correct-by-construction” realization of concepts in the target domain. For example, a tedious and error-prone task when developing large-scale component-based distributed systems is crafting deployment descriptors [7]. These documents detail (a) the placement of a component, (b) the binary that contains a component, (c) the values of a component’s attributes (if any), and (d) the connections between component ports. Manually handcrafting this document is problematic because (1) the document is usually XML-based and error-prone to write, and (2) it is hard to accurately cross-reference and ensure the semantics of key elements (such as connections between component ports). DSMLs therefore have had a major impact in this domain by providing intuitive abstractions for constructing models that represent concepts for this domain [8]. Moreover, model interpreters transform constructed models into concrete artifacts that were previously hard to write.

Although some benefits of DSMLs remove tedious and error-prone tasks, the complexity of a DSML, i.e., its structure and functionality, can greatly impact its overall ability to realize concepts for its target domain. For example, one of the most common claims for DSMLs is that it raises the level-of-abstraction [3], [9], which helps realize concepts more rapidly. Likewise, its model interpreters can generate artifacts “faster” than a human can manually handcraft the same artifacts, such as complex XML-based deployment descriptors for large-scale component-based distributed systems. Although these are valid claims, if modelers have a hard time creating models, then it is hard for them to reap claimed benefits.

It is evident that there are two aspects to modeling effort that must be addressed when creating a DSML. The first aspect is the DSML’s ability to realize trivial and non-trivial concepts for the target domain. The second aspect is the DSML’s ability for modelers to rapidly create models that realize the concepts. The first aspect has been researched heavily [9]–[12]. Likewise, the second aspect has been researched [13]–[16], but existing research results are based on study groups and cognitive studies of graphical languages. Consequently, there exist no well-defined methodology for measure modeling effort—in terms of actions (or steps) the modeler must take to realize a concept—without the assistance of a study group. This makes it hard for the DSML developer to analyze modeling effort of a DSML before it is completely developed and ready to use.

This paper therefore provides contributions to research on improving DSML usability. More specifically, this paper’s main contribution is a methodology and metric for measuring modeling effort from the end-user’s point-of-view. This
paper also provides techniques, with examples, on how to reduce modeling effort, which can improve DSML quality. The techniques presented in this paper have been evaluated in an open-source DSML called the Platform Independent Component Modeling Language (PICML) [8], which is used in both industry and academic settings for designing and implementing component-based distributed systems. Results from applying the methodology to PICML show that it is possible for a DSML developer to measure modeling effort without requiring case studies with user-groups.

**Paper organization.** The remainder of this paper is organized as follows: Section II introduces PICML and presents examples where modeling effort is high; Section III discusses modeling effort in detail; Section IV presents examples for reducing modeling effort; Section V discusses lessons learned; Section VI compares this work with related examples for reducing modeling effort; Section VII provides concluding remarks.

II. CASE STUDY: THE PLATFORM INDEPENDENT COMPONENT MODELING LANGUAGE (PICML)

The Platform Independent Component Modeling Language (PICML) is a DSML for designing and implementing component-based distributed systems. PICML is a large-scale DSML consisting of approximately 930 modeling elements and 130 constraints. It also contains 9 different model interpreters that transform models into concrete artifacts, such as source code, deployment descriptors, and interface definition language (IDL) files. Finally, PICML’s model abstractions and constraints are based on the OMG’s CORBA Component Model [17] and Deployment and Configuration [7] specification, however, it is not bound to the CORBA Component Model (i.e., provides platform-independent abstractions and uses interpreters to realize platform-specific artifacts).

To-date, PICML has been used in many case studies from both academic and industry settings. For example, PICML has been used in research settings to assist with research and development of deployment and configuration tools [18], system execution modeling tools [19], and optimization techniques [8] for component-based distributed systems. Likewise, PICML has been used in industry settings to assist with developing large-scale component-based distributed systems from the domain of shipboard computing environments, avionic systems, and global communications systems.

Because PICML is based on the OMG’s CORBA Component Model and Deployment and Configuration specification, it has many high-level goals. Such goals include modeling and ensuring the semantics of (1) component structure and functionality, (2) inter-component communication, (3) network structure (e.g., hosts and LANs), and (4) component placement (i.e., the mapping of components to physical hosts). Figure 1 shows an example PICML model of a component assembly where each rectangular box is a component and the lines between components represent inter-component communication.

Although PICML has many high-level goals, which are mapped to individual functionalities that facilitate designing and implementing component-based distributed systems, PICML has several functionalities that increase modeling effort. For example, it is hard for a modeler to know when a component is, and is not, deployed on a host. Likewise, it is hard for a modeler to model a complete component, i.e., its structure and functionality, binaries, and implementation.

It can be argued that such complexities are the result of an improperly designed DSML. Although this is true in some cases, it is necessary to perform domain analysis [9], [20] when designing and implementing a DSML. This analysis determines what concepts should be captured by the DSML, and how to best represent them [13], [14]. Moreover, such analysis determines the DSML’s granularity. Based on the domain analysis and desired granularity, the complexities mentioned above may, or may not, appear in a different DSML for modeling component-based distributed systems, or any DSML.

In either case, a DSML is governed by its metamodel. The metamodel of a DSML captures the abstractions and semantics of the target domain, and not modeling effort concerns. Accidentally and inherently, complexities associated with modeling effort therefore will be present in a DSML, such as PICML. It is therefore the responsibility of the DSML developer to design the DSML such that it does not possess high modeling effort. The remainder of this paper therefore discusses the notion of modeling effort in more detail and how to reduce modeling effort while using PICML to provide concrete examples.

III. DEFINING AND UNDERSTANDING MODELING EFFORT IN DSMLs

This section defines the concept of modeling effort in DSMLs. This section also discusses techniques for reducing modeling effort.

A. Defining Modeling Effort in DSMLs

In the context of this paper, modeling effort is defined as the number of steps it takes a modeler to complete a high-level modeling goal (or a task). For example, in PICML, an example high-level modeling goal is fully modeling a
component’s implementation. This high-level goal consists of the following steps:

1) Modeling the component’s structure (i.e., its interface and attributes);
2) Modeling the component’s binaries, which includes their names and locations; and
3) Associating the component’s implementation with the specified binaries.

Based on this definition of modeling effort, each task is comprised of many different modeling actions. Such modeling actions can include adding/removing an element, updating an existing element, and setting the attribute of a modeling element. Although this list of example modeling actions signify modification to a model, the set of modeling actions is not bound to this criteria. It can also include actions that do not modify the current model, such as visually checking the model’s state or clicking an element to learn its properties (or attribute values).

For example, Figure 2 shows a deployment model in PICML. In this example, not all of the components are deployed (or placed) on a host. At first glance, it is hard to determine what components are deployed, and which ones are not deployed as shown in Figure 2a. This is because the deployed and undeployed components visually look the same. In order to determine what components are not deployed, the modeler has to (1) right-click each node in the deployment and (2) physically look at each component in the deployment model to determine if it is deployed or not deployed. Figure 2b illustrates how the components deployed on a host are highlighted once the modeler right-clicks one of the host model elements in the model.

In the example above, modeling effort is \( n \times m \) where \( n \) is the number of components and \( m \) is the number of host elements in the model. This is because the modeler must click (or select) each host in the deployment model and physically look at each component—whether or not it is of interest—contained in the deployment model.

If the DSML provided modeler’s with a graphical representation that showed a component’s deployment status, e.g. a different image when a component is deployed versus when it is not deployed, and did not require any other action outside of opening the modeling and looking, then modeling effort for this high-level goal would be \( n \). Moreover, this would increase the DSML’s efficiency, which in-turn would improve modeler’s user experience.

B. Measuring Modeling Effort in DSMLs

As stated in Section III-A, modeling effort is defined as the number of actions required to complete a high-level modeling goal. The higher modeling effort is, the less efficient the DSML. The lower modeling effort is, the more efficient the DSML. To measure modeling effort, however, is it necessary to first understand the make-up of each action that is part of a given task.

In the software performance engineering [22], [23] domain, when calculating response time (or any measure) of a task that involves a human operator, such as a modeler, the task is divided into two disjoint parts: the computer and human part. The computer portion of the task is measurable, whereas the human portion is hard to measure. Because of this fact, the human portion of the task (or operation) is referred to as think time [22], [23] and represented as a variable \( Z \) that is not negligible.

Using such principles, it is possible to represent model effort in the same manner. This is because each task is completed by a human operator (i.e., the modeler). With this in mind, the general equation for measuring modeling effort \( M(T) \) is defined as:

\[
M(T) = \sum_{t \in T} Z_t + \text{time}(t) \tag{1}
\]

As illustrated in Equation 1, for each action \( t \) in task \( T \), modeling effort is measured as the summation of the think
time for a given action $Z_i$ and the time for the computer to complete its give portion of the task, i.e., $time(i)$. $M(4)$ therefore is interpreted as, “the modeling effort of the task is 4 actions.” Likewise, $M(n)$ is interpreted as, “the modeling effort of the task is $n$ actions.” Finally, constants cannot be reduced (or removed) from the analysis. This is because hidden think time is associated with each action. Therefore, $M(n+2) \neq M(n)$ because there are two actions with think time in the former that are not negligible.

To simply illustrate this definition, assume a model has a simple task of adding a new element to the model, which is $M(1)$. In order to complete this modeling goal, the modeler has to first think about what element needs to be added to the model$^2$. Once the modeler has decided what element to add, the modeler inserts the element. This is when the computer completes its portion of the action.

### C. On Reducing Modeling Effort in DSMLs

Section III-B discussed how to measure modeling effort of a given task. As explained in that section, measuring modeling effort consists of summing the time for a computer to complete each task and the think time associated with each task. For example, if a high-level modeling goal had modeling effort of $n$, i.e., consists of $n$ actions, then its measure of modeling effort is defined by Equation 2:

$$M(n) = \sum_{i=1}^{n} Z_i + time(i) \tag{2}$$

where $i$ is one of the $n$ actions in the give high-level modeling goal.

To reduce modeling effort, first it is necessary to understand what portion of the measurement above is easy to reduce (or affect). When the two parts of the measurement are examined, it is hard to impact think time because it is variable. Moreover, the amount of think time associated with each action is dependent on the modelers experience—in most cases. Finally, to truly impact think time associated with a given action, it is necessary to do case studies and receive unbiased feedback on such concerns.

On the other hand, think time is associated with each action in a high-level modeling goal. Although it is hard, and almost impossible, to impact think time for a given action, if the action is completely removed from the task (i.e., not completed manually by the modeler), then the associated think time is also removed from the equation. Because of this fact, reducing modeling effort can be achieved by removing actions completed by the modeler from a given high-level modeling goal. This in turn will reduce think time, but leave think time associated with the remaining actions.

For example, assume we reconsider the example of locating a component’s deployment status that was presented in Section II. In PICML, the current modeling effort for this high-level modeling goal is $M(n \times m)$. This is because the modeler has to click through each node and look at each component in the model. If PICML provided a mechanism to view a component’s deployment status without clicking through each node, then modeling effort would be $M(n)$. This is because $m$ actions were removed from this high-level modeling goal that was associated with $n$ more actions. The modeler therefore need only look at the $n$ components in the model, and deal with think time associated with looking at those $n$ components in the deployment model.

### Techniques for reducing modeling effort

Many DSML environments provide external artifacts that can be used to enhance a DSML’s functionality. If used properly within a DSML, such artifacts can also help reduce modeling effort. For example, the following is a non-exhaustive list of external artifacts provided by DSML environments that can be used to reduce modeling effort:

- **Model observers.** Model observers are artifacts that run in the background and observe modeling events. These events can include adding a new element, deleting an existing element, creating a connection between two elements, and changing the value of an attribute. When the model observer receives notification of an event that it has registered to receive, it reacts on the model by automating one or more actions that are completed manually by the modeler.

  In GME, model observers are called add-ons. DSML developers implement add-ons and distribute them with the DSML. As modelers complete modeling actions, the add-on receives notification of the modeling events. The DSML developer can then program the add-on to react to the events, which can help reduce modeling effort for given a modeling goal.

- **Model decorators.** Model decorators are artifacts that manage the visualization aspect of a model element. The goal of the model decorators is to provide different visual representations based on the model’s state. This therefore can reduce think time in model complexity, because model decorators can make elements more apparent depending on the modeling goal.

  In GME, model decorators are called decorators. DSML developers implement the decorators and assign them to a particular element in the DSML’s metamodel. When a modeler views the contents of a model and its child elements have an associated decorator, then the decorator will display the model element according to its programming.

- **Model solvers.** Model solvers are artifacts that complete parts of a model based on the current state of the model. In order to use a model solver, first the modeler completes a minimum portion of the model that is needed from the model solver to execute correctly.

---

$^2$Even if the modelers knows what element he/she wants to add to the model, there is still a think time associated with completing the action.
The modeler then invokes the model solver and it completes the remaining portions of the model based on its programming. Model solvers are typically used to reduce complexity associated with solving modeling goals that are too hard to complete manually, such as solving the deployment strategy for a large-scale system consisting of hundreds of components and hosts based on component resource requirements and host resource availability.

In GME, model solvers are called interpreters. DSML developers manually implement interpreters to solve a particular problem. Modelers them model the necessary elements, and invoke the interpreter. The interpreter then completes the remaining portions of the model, thereby reducing modeling effort for that portion of the model.

Using the above external artifacts, it is possible to reduce modeling effort. This is because these artifacts try to reduce the number of model actions a modeler has to execute to complete a modeling goal, which in turn removes think time associated with the specific action. The external artifacts also operate on the existing DSML “as is.” This therefore implies it is not necessary to refactor the existing DSML’s metamodel to reduce modeling effort—given the DSML has the correct abstractions and semantics.

IV. EXAMPLES OF REDUCING MODEL USE COMPLEXITY IN PICML

This section presents examples of reducing modeling effort in the PICML, which was introduced in Section II. Each example is first introduced and then its modeling effort is analyzed. Lastly, an external artifact discussed in Section III-C is used to reduce the example’s modeling effort.

A. Defining a Unique Identifier for New Components

Problem description. In PICML, each component has a unique identifier (UUID) that distinguishes it from other Component model elements. This is necessary because the UUID is used in generated artifacts to cross-reference other components. For example, Figure 3 illustrates that the PICML metamodel requires all Component model elements to have a UUID.

When a modeler adds a new Component model element, or any element that requires an UUID, the modeler must manually define the identifier. More importantly, the modeler must ensure the identifier is unique when compared to all the other Component model elements that appear in the current model.

Modeling effort. In this example, there are three task that the modeler must complete in order to define a UUID for a component. First, the modeler has to define an identifier, which is \( M(1) \). Second, the modeler must determine if the identifier is unique, which is \( M(n) \). Finally, the modeler must set the value of the UUID attribute to that of the defined identifier\(^3\), which is also \( M(1) \). Modeling effort of this example therefore is \( M(n+2) \) where \( n \) is the number of elements that must be checked to determine if the identifier is unique. Again, the 2 remains in the complexity because there is associated think time with each modeling action, which is variable and not negligible.

Reducing modeling effort. To reduce modeling effort of this example, the model observer external artifact is used. More specifically, when a modeler adds a new component to the model, the GME add-on automatically generates an identifier and checks it for uniqueness against the other UUIDs defined in the model. If the identifier is unique, then the UUID attribute is set to the value of the identifier. Otherwise, the add-on repeats the process until a valid UUID is defined\(^4\).

Because of the add-on, defining a UUID for a new component now consists of one modeling action. This modeling action is adding a new component to the model. The add-on (or computer) then handles defining a UUID for the new component. Modeling effort of this particular goal is now \( M(1) \), which is less than \( M(n+2) \).

B. Defining the Value of a Component’s Attribute

Problem description. In PICML, components have attributes and these attributes have values. The values are used at deployment-time to configure each component. As shown in Figure 4, when defining the value of a component’s attribute a modeler must complete the following actions: (1) add a Property element to the model; (2) open the Property element; (3) add the correct Data Type to the model, such as string or integer, where the type matches the type of the target attribute; (4) create a connection between

\[^3\] This example makes the assumption that the identifier is found to be unique after the second step. If this were not true, then actions (1) and (2) repeat until a valid UUID is found.

\[^4\] It is obvious that unique identifiers should be auto-generated, but the DSML developer must use an external artifact to achieve the necessary functionality. This is because such criteria is unknown to a general-purpose DSML environment. This example therefore illustrates why such a feature is necessary.
the target attribute and the Property; and (5) set the value of the attribute, which is a model attribute on the Property element.

Modeling effort. In this example, modeling effort is \(M(5)\) because it is 5 single-step modeling actions. Although modeling effort for this example is constant, changing the data type of a component’s attribute presents a more complex scenario. This is because all Property elements that connect with the attribute whose data type changed must also change their contained data types accordingly. Otherwise, the model is considered invalid because of data type mismatch. The modeling effort of this goal is therefore \(M(n+1)\), i.e., changing the target attribute’s data type and updating \(n\) elements to reflect the change. This goal, however, is more complex because the attributes that need to be changed (or updated) must be manually located, which typically involves a lot of think time and hidden (or accidental) actions not accounted for in the analysis above.

Reducing modeling effort. To reduce modeling effort of both goals in this example, PICML uses a model observer. More specifically, when defining the value of a component’s attribute, the modeler (1) adds a Property element to the model, (2) connects the Property element to the target component’s attribute, and (3) defines the value of the attribute using the model attribute on the Property element. When the modeler connects the target attribute to the Property element, the add-on automatically defines the Property data type (see Step 2–3 in the problem description above) based on the connected component’s attribute. Modeling effort for this goal is therefore reduced to \(M(3)\), which is less than \(M(5)\).

When changing the data type of a component’s attribute, the GME add-on also detects this modeling event. The add-on then locates all Property elements defined in the model that are connected to the attribute that changed its data type. Finally, the add-on changes the data type of located Property elements to match the data type of the connected component attribute. This therefore reduces modeling effort for this goal to \(M(1)\), i.e., changing the attribute’s data type, which is less than \(M(n+1)\).

C. Determining a Component’s Deployment Status

Problem description. In PICML, modelers create deployment models that determine what component instance to place on a given host in the run-time environment. As shown in Figure 2a, modelers create this model by adding component instances to GME sets, which represent an execution process on the target host. As shown in this Figure 2b, it is hard for a modeler to determine whether or not a component has been assigned to a host because all the component images (i.e., the rounded-edge rectangles) look the same. In order to determine the deployment status of a component, e.g., what component is not assigned to a host, the modeler has to iterate through each host (and its processes).

Modeling effort. In this example, modeling effort for determining a component instance’s deployment status is \(M(n \times m)\), as explained in Section III-A.

Reducing modeling effort. To reduce modeling effort of this example, PICML uses a model decorator. As shown in Figure 5, if the component has been deployed to host in the model, then its has the standard image. If a component has
not been deployed to a host, then it has an overlay image of an X. By using the decorator to highlight the deployment status of a component, modeling effort of this goal is now \( M(n) \) because the modeler only has to look at the model to determine the necessary status of each component, or a single component.

**Figure 5.** Using the decorator external artifact to highlight components that are not deployed, thereby reducing model complexity.

**D. Modeling a Component’s Implementation**

**Problem description.** Modeling a component’s implementation is considered one of the most complex modeling goals in PICML. This is because it requires three other high-level modeling goals. As shown in Figure 6, this goals requires (1) adding a new component to the model (see Section IV-A; (2) modeling the component implementation’s artifacts (i.e., the servant and executor binaries); and (3) associating the component implementation with its correct component type and component implementation artifacts. Moreover, each element added to the model has a UUID associated with it, and at least one model attribute that must be correctly defined, which is not shown in Figure 6.

**Modeling effort.** Given the steps above for modeling a component’s implementation, where each key element has an associated UUID, modeling effort of this example is \( M(4n + 6) \) where \( 4n \) is for defining the unique identifier for each of the key element and 6 is for creating the four key elements and associating the component implementation with its correct implementation artifacts. This analysis, however, is not taking into account setting the values for the model attributes as explained in the problem description.

In this example, if defining the UUID is \( M(1) \) (see Section IV-A), then its modeling effort is still \( M(6) \). Similar to previous examples, \( M(6) \) is high because there is a lot of think time associated with achieving this goal. Moreover, this think time increases for novice users, which accidently increases modeling effort for this goal.

**Reducing modeling effort.** To reduce modeling effort associated with this goal, PICML uses a model observer. More specifically, when a modeler adds a new component to the model, the GME add-on receives notification of the new component and displays a dialog to the modeler. As shown in Figure 7, the dialog contains the bare minimum information needed to auto-generate the required model elements for a component’s implementation.

![Figure 7. Dialog presented to the modeler that captures information needed to auto-generate a component’s implementation.](image)

The modeler then inputs the name of the component, changes the default values of the other text boxes (if applicable), and clicks the OK button. The add-on then automatically executes the actions that were once done manually by the modeler. Because of the PICML add-on, modeling effort of this goal is now \( M(2) \), i.e., adding a new component to the model and typing the name of the component.

**V. Discussion of Lessons Learned**

Section IV discussed examples of high-level modeling goals in PICML with high modeling effort. Likewise, the modeling effort was reduced in each example using one of the techniques (or external artifacts) presented in Section III-C. Based on these experiences, and others not discussed in this paper, this section discusses the lessons learned from reducing modeling effort.

**A. Model Observers Can Reduce Modeling Effort to a Constant**

This is because the model observer automates many of the actions in a high-level modeling goal that were once completed manually by the modeler. As shown in Section IV-A, Section IV-B and Section IV-D, the model observer implemented for PICML was able to reduce modeling effort to either a constant, or a constant of lesser value.

Although the model observer reduced modeling effort of the examples above to a constant, this is not always

5The GME add-on does not manage the model elements once they have been created. This, however, can be another goal where modeling effort can be reduced.
possible. For example, modeling effort of creating the unique identifier is reduced to $M(1)$ because it is possible to infer enough information about model to remove the manual actions. The same is true for modeling a components default implementation, as presented in Section IV-D. It is possible to reduce its modeling effort because the values (or required attributes) of the auto-complete operations can be inferred based on (1) the current state of the model and/or (2) the name of the new component.

This implies that the model observer is most effective at reducing modeling effort when it is possible to auto-complete manual actions by inferring future actions based on the current state of the model. This also includes newly added elements from recently completed actions. If it is not possible to infer future actions, i.e., there is no association between two actions in a given task, then the model observer is not effective. Moreover, it is hard to reduce modeling effort for such a scenario because it will require human intervention—thereby bringing the human (and think time) back into the equation.

B. Model Decorators Can Remove a Factor from Modeling Effort

This is because model decorators provide a mechanism for exposing hidden information. Instead of requiring a modeler to search for the information, which can be embedded somewhere in the model tree, the decorator can make it visible within the current model. As shown in Section IV-C, the decorator added to PICML for determining a component’s deployment status exposes this information as a overlay on each component in the deployment model. This therefore removes the factor of searching each node to determine a component’s deployment status.

Although model decorators can remove a factor from modeling effort, it is hard for a model decorator to reduce modeling effort to a constant. This is because the decorator does not physically remove any required actions from the modeling task. Instead, the model decorator is removing extra (or unnecessary) actions from a modeling task. This implies that the model decorator is best used when modeling task has multiple factors influenced by hidden information that can be improved by presenting the modeler with an appropriate visualization—given the modeler understands the meaning of the model decorators visualization.

C. Feedback is Needed to Reduce Modeling Effort of User-Specific Modeling Goals

Model observers, model decorators, and model solvers are techniques that can be used to reduce modeling effort. Using the definition and equation for measuring modeling effort, it is possible for a DSML developer to analyze their own DSML to (1) determine what high-level modeling goals have high modeling effort and (2) what techniques can be used to reduce such complexity.

This approach is very effective for the common high-level modeling goals. For example, modeling a component’s implementation or checking a component’s deployment status are common high-level modeling goals. It is therefore easy to improve modeling effort of such goals since it is how PICML is expected to be used by a modeler.

Some modeling goals, however, are not common. These modeling goals are referred to as user-specific modeling goals because the goals depend on how the user (or modeler) intends to use the DSML. In such cases, it is hard for a DSML developer to know what high-level goals—outside of the norm—have high modeling effort. This implies that DSML developers must receive feedback from modelers on what user-specific modeling goals have high modeling

![Figure 6. Modeling a component’s implementation in PICML.](image-url)
effort. Once such feedback is received, DSML developers can leverage the methodology for measuring and reducing modeling effort (as discussed in the paper) to improve the DSML—given such improvements do not negatively impact the DSML’s common modeling goals.

VI. RELATED WORKS

Grammar usability and effectiveness has been heavily studied in prior works of literature. For example, Wand and Weber [13], [14] defined a set of ontological constructs to describe all real-world phenomena captured via a modeling grammar. Likewise, Green et al. [15] present a framework for measuring the usability of visual programming environments, such as DSMs, based on cognitive dimensions, such as abstraction gradient, error-proneness, and hidden dependencies. Finally, Recker et al. [16] present a study that develops an instrument for measuring the user perception of ontological deficiencies based on the theory of ontological expressiveness. In these works, and others not mentioned, the results are based on using the visual grammar and end-user studies. The work presented in this paper also contributes to current research on understanding the effectiveness of graphical languages (or grammars) in that it defines a metric for measuring modeling effort. This work differs in that it does not require end-user studies to analyze modeling effort (i.e., the DSML developer can conduct such analysis on their own) or base its analysis on traits/characteristics possessed by a graphical language.

Mernik et. al [9] discuss “how and when” to develop a domain-specific language (DSL). In this paper, the authors provide a general overview of five critical steps when developing a DSL namely: decision, analysis, design, implementation, and deployment. These steps are also critical when developing a DSML. This paper, however, provides more details on the analysis, design, and implementation phase of designing an DSML in relation to modeling effort and improving DSML quality. Mernik et. al also discuss the notion of task automation, which are generators that remove repetitive tasks done manually by DSL users. Similar to this concept, this paper illustrates how model observers can be used for task automation.

Model guidance [24], [25] techniques have been used to reduce modeling effort by pointing modelers in the right direction for completing a modeling goal. Likewise, White et. al [11] and Sagar et. al [26] have demonstrated how model intelligence can be used to complete portions of the model automatically for the modeler. This paper differs from earlier work in that earlier work looks at model complexity from the modeler’s ability to locate a valid solution in large solution space, such as creating a valid deployment model based on component resource requirements and host resource availability (i.e., bin-packing [27]). This work, however, looks at modeling effort as the number of model actions a modeler executes in order to complete a modeling goal.

Finally, Sprinkle [28] and Wu et al. [29] discuss techniques for analyzing modeling effort (or complexity). Sprinkle uses the model creation events and trajectories to measure complexity of exercise (i.e., modeling effort). The higher the complexity of exercise, the more complex the DSML. Wu, however, extends this effort and incorporates more actions into measuring modeling effort, such as mouse clicks, keystroke input, and drag and drop. Similar to both Sprinkle and (more so) Wu, this work views those actions as measurable. This work, however, extends their notions of measuring modeling effort with think time. Moreover, this work discusses techniques for reducing modeling effort, and not only measuring it.

VII. CONCLUDING REMARKS

The design and functionality of a DSML can greatly impact modeling and overall DSML efficiency and effectiveness. This paper therefore defined modeling effort and discussed how to analyze it in the context of a representative DSML named the Platform Independent Component Modeling Language (PICML). Likewise, examples that illustrate how to reduce modeling effort was presented. Based on lessons learned the following are directions for future research:

- **Compare and contrast with ontological expressiveness.** There has been a lot of existing research on the ontological expressiveness of grammars and determining if such a grammar is adequate for modeling concerns of the target domain. Such research, however, has been conducted based on case studies. Future research therefore is to conduct similar studies to determine if the techniques presented in this paper for measuring modeling effort produce similar outcomes.

- **Cognitive studies to improve model decorator effectiveness.** Model decorators can reduce think time associated with an action. The effectiveness of this ability, however, is highly dependent on how the modeler perceives the decorators visualizations. Future research therefore involves leveraging existing research in cognitive studies of graphical languages to better (1) understand how to improve model decorator effectiveness and (2) understand how the different cognitive dimensions relate to modeling effort.

- **Patterns for reducing model complexity.** As similar problems related to modeling effort arise, patterns for reducing modeling effort will emerge. Future research therefore includes continuing to perform such analysis on DSMLs to identify such patterns. This will enable such patterns to be incorporated into general-purpose DSML environments so they are usable by all DSMLs. PICML is available for download in open-source format from www.dre.vanderbilt.edu/cosmic.
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